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Abstract. A fundamental ecological modeling task is to estimate the probability that a
species is present in (or uses) a site, conditional on environmental variables. For many species,
available data consist of ‘‘presence’’ data (locations where the species [or evidence of it]
has been observed), together with ‘‘background’’ data, a random sample of available
environmental conditions.

Recently published papers disagree on whether probability of presence is identifiable from
such presence–background data alone. This paper aims to resolve the disagreement,
demonstrating that additional information is required.

We defined seven simulated species representing various simple shapes of response to
environmental variables (constant, linear, convex, unimodal, S-shaped) and ran five logistic
model-fitting methods using 1000 presence samples and 10 000 background samples; the
simulations were repeated 100 times. The experiment revealed a stark contrast between two
groups of methods: those based on a strong assumption that species’ true probability of
presence exactly matches a given parametric form had highly variable predictions and much
larger RMS error than methods that take population prevalence (the fraction of sites in which
the species is present) as an additional parameter. For six species, the former group grossly
under- or overestimated probability of presence. The cause was not model structure or choice
of link function, because all methods were logistic with linear and, where necessary, quadratic
terms. Rather, the experiment demonstrates that an estimate of prevalence is not just helpful,
but is necessary (except in special cases) for identifying probability of presence. We therefore
advise against use of methods that rely on the strong assumption, due to Lele and Keim
(recently advocated by Royle et al.) and Lancaster and Imbens. The methods are fragile, and
their strong assumption is unlikely to be true in practice. We emphasize, however, that we are
not arguing against standard statistical methods such as logistic regression, generalized linear
models, and so forth, none of which requires the strong assumption.

If probability of presence is required for a given application, there is no panacea for lack of
data. Presence–background data must be augmented with an additional datum, e.g., species’
prevalence, to reliably estimate absolute (rather than relative) probability of presence.

Key words: availability; background; identifiability; logistic; measuring use vs. non-use; presence–
background; prevalence; resource selection; species distribution model.

INTRODUCTION

We study a modeling task that is central to two

related bodies of ecological literature. Ecologists study-

ing a broad range of species wish to map species’

distributions or predict the suitability of sites for

occupation or persistence of the species (Franklin

2010), while ecologists investigating resource selection

by animals seek to characterize those areas within a

region of interest that are ‘‘used’’ by a particular species

or individual animals (Manly et al. 2002). In both cases,

the data at hand frequently consist of a collection of

geographic locations with evidence of presence of (or use

by) the species, together with data on environmental

covariates in the region of interest, termed background

(or available or sometimes pseudo-absence) data (Aarts

et al. 2012). In this paper we investigate statistical

methods that estimate the probability that the species is

present at a site (respectively, the probability that it uses

the site) conditional on environmental covariates.

Methods for estimating probability of presence and

related indices are important; they have been used

extensively for a variety of applications in ecology and

conservation, and according to Google Scholar, a

seminal resource selection text (Manly et al. 2002) has

been cited 2170 times while an influential species

distribution modeling paper (Elith et al. 2006) has

received 1926 citations at the time of writing.

Although there is shared concern over terminology

and model interpretation in the two bodies of ecological

research—what defines use rather than a transitory or
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chance visit, how to define and determine absence or

non-use, what delimits the available area from which the

species is selecting sites, what ecological interpretation

can be given to model outputs (Pulliam 2000, Johnson et

al. 2006, Lele and Keim 2006, Jiménez-Valverde et al.

2008, Beyer et al. 2010, Desrochers et al. 2010, Franklin

2010)—we focus here on the underlying statistical

questions rather than the difficulties of ecological

interpretation. In particular, we study logistic models

of probability of presence or use. For brevity, we will use

only the ‘‘presence’’ and ‘‘background’’ terminology

from here on. We also restrict our attention to the case

that presence samples are independent, as opposed to

spatially and temporally autocorrelated samples derived

from wildlife telemetry (Aarts et al. 2008), and free from

spatial bias in sampling effort (Phillips et al. 2009).

Furthermore, we assume a discretized sample space in

which the study area is partitioned into a set of sites

(e.g., derived from a rectangular grid), and each presence

sample consists of a site drawn uniformly from the

subset of sites that is occupied by the species. While

other sampling models have been developed for inde-

pendent presence data (for example, regarding presence

samples as dimensionless points in point-process models;

Chakraborty et al. 2011, Aarts et al. 2012), the discrete-

space model is most natural for the modeling methods

and the statistical question that we study here. We

emphasize that probability of presence of a species

depends not only on the distribution of the species itself,

but also on how a site is defined: a species is more likely

to be present in a larger site than a smaller site with the

same conditions.

In practice, exponential models are most often used

for presence–background data, fitted using logistic

regression (Manly et al. 2002) or the maximum entropy

method (Phillips et al. 2006), in both cases providing a

maximum-likelihood estimate of relative probability of

presence (also called a resource selection function, or

RSF). The output of these methods is proportional to

absolute probability of presence, but the constant of

proportionality is not generally known. Exponential

models also have the drawback of being unbounded

above, so that if their estimates are rescaled in an

attempt to estimate absolute (rather than relative)

probabilities, estimates greater than 1 may be obtained

(Keating and Cherry 2004, Ward et al. 2009). Models of

absolute probability of presence would therefore be

preferable, especially logistic models, which are natu-

rally bounded within [0, 1]. Maxent estimates are

typically post-processed to produce logistic models

(Phillips and Dudı́k 2008), but the result is no longer

a maximum-likelihood model, and it will not generally

give a good estimate of absolute probability of presence

unless additional information is available to inform a

parameter (s) used in the post-processing (Elith et al.

2011). Exponential models are not the only models

used: in the species distribution modeling literature,

‘‘naive’’ logistic models are sometimes simply fitted to

presence–background data, treating the background as

if it were absence (Ferrier et al. 2002, Elith et al. 2006).

The resulting models are not proportional to probabil-

ity of presence, but they are monotonically related

(Phillips et al. 2009), which is sufficient for some

applications, such as when model outputs are thresh-

olded to yield binary values (although some threshold

rules are sensitive to the amount of background data),

or when only rankings are of interest. Li et al. (2011)

proposed converting a naive model to a model of

absolute probability of presence using the assumption

that species’ probability of presence reaches 1 at some

‘‘prototypical’’ sites; we have critiqued this approach

elsewhere (Phillips 2012).

Beyond these, existing maximum-likelihood logistic

methods for presence–background data include those of

Steinberg and Cardell (1992), Lancaster and Imbens

(1996), Lele and Keim (2006), the Expectation-Maxi-

mization approach of Ward et al. (2009) and the scaled

binomial loss of Phillips and Elith (2011), which we will

refer to as the SC, LI, LK, EM, and SB methods,

respectively. Lee et al. (2006) proposed an approach that

is closely related to the LI method. The LK method

recently was strongly advocated by Royle et al. (2012),

who proposed maximizing the same likelihood function

(Royle et al. 2012: Eq. 4, Lele and Keim 2006: Eq. 1).

Lancaster and Imbens (1996) and subsequent authors

have noted that with enough presence–background

data, we can determine relative probability of presence

of the species conditional on environmental conditions.

This means that the species’ probability of presence can

be determined up to a multiplicative constant of

proportionality, but identifiability of the constant of

proportionality is a concern. (Note that we can discuss

the constant of proportionality without assuming any

particular model structure, and in particular, we are not

talking about the intercept of a logistic model.) If we

knew the population prevalence of the species (the

fraction of sites in the study area in which the species is

present), this would serve as an additional constraint

that would determine the constant of proportionality.

However, Ward et al. (2009) formally proved that

prevalence is not identifiable from presence–back-

ground data if we make no assumptions about the

structure of the true probability of presence. The idea of

the proof is simple: if we imagine two species for which

one has exactly half the probability of presence of the

other (i.e., exactly the same covariates affect both

species in the same way, but one is less common than

the other), then presence records for the two species are

identically distributed and therefore cannot be used to

distinguish between the two species. Probability of

presence is identifiable if we make a strong assumption

about the structure of the species’ probability of

presence, but Ward et al. (2009) suggest that such an

assumption is unrealistic. Our primary purpose in this

paper is to explain this assumption and why it is
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unrealistic, and demonstrate that it can result in very

unreliable models.

The crux of the identifiability issue is that if two

estimates of a species’ probability of presence derived

from presence–background data are exactly proportion-

al (i.e., one is a constant times the other), then their

likelihoods (e.g., as defined by Eq. 1 of Lele and Keim

2006) are equal. Therefore, each fits the data exactly as

well as the other, so there is no way to choose between

them. The LI and LK methods circumvent this problem

by severely restricting the available set of models, so that

no two can be proportional. They do this by making the

strong assumption that the true conditional probability

of presence of the species is exactly logit-linear in the

predictor variables. This addresses the problem, because

no two logit-linear functions are exactly proportional,

although with some previously ignored exceptions, e.g.,

constant functions. Lele and Keim (2006) and Royle et

al. (2012) consider other link functions in addition to the

commonly used logit link, and while our analysis applies

equally in that case, we will for simplicity restrict our

discussion to the logit link.

Royle et al. (2012:545) made the strongest claims

about the LI/LK approach: their abstract claims ‘‘we

demonstrate that [probability of presence] is identifiable

using conventional likelihood methods under the

assumptions of random sampling and constant proba-

bility of species detection,’’ without mention of any

other assumptions. Indeed, they claim that ‘‘lack of

identifiability of occurrence probability is not a general

feature of presence-only data’’ (Royle et al. 2012:550)

and that the problem of identifiability can be solved

simply by choosing a suitable parametric model (e.g.,

logistic) as long as not all covariates are categorical,

citing Lele and Keim (2006). However, these claims are

incorrect, as we will demonstrate with a collection of

examples. Simply put, the choices made by the modeler

cannot overcome an inherent limitation of the available

data. Similarly, Dorazio (2012:1304) describes the LK

method and a variant of the LI method (Lee et al. 2006)

as ‘‘approaches for estimating [probability of occur-

rence] that do not require knowledge of species

prevalence,’’ without mention of any restrictive assump-

tions. In addition, Dorazio (2012:1304) credits the

point-process model of Warton and Shepherd (2010)

with providing ‘‘an estimate of species abundance, and

therefore occurrence, at any location’’ using presence-

only data. However, the point-process approach models

the density of presence records, not species abundance

(W. Fithian and T. Hastie, unpublished manuscript), and

therefore does not provide an estimate of probability of

presence.

The strong parametric assumption of the LI and LK

methods makes these methods very different from

standard logistic regression. The assumption is not

justified by any ecological theory; there is no reason to

expect that the logit of the probability of presence of any

species should be exactly linear in any predictor

variable. In contrast, with careful choice of predictors,

we can often expect that linearity is a good approxima-

tion of the truth, as is required for standard logistic

regression. Although this distinction may seem slight, it

is important: this paper demonstrates the risks of the

strong parametric assumption with a collection of simple

examples in which even a small deviation from the

strong assumption results in very poorly calibrated

models.

The risky assumption can be avoided, for example, by

taking an estimate of population prevalence as an

additional parameter, as is done by the SC, EM, and

SB methods. The estimate could derive from limited

presence–absence surveys (which may be difficult and

expensive to obtain, especially for large sites and/or

cryptic species) or from expert opinion. In either case,

the estimate may involve substantial uncertainty;

nevertheless, in our simple examples, the EM, SC, and

SB methods strongly outperform the LI and LK

methods even when there is a moderate amount of

uncertainty in the prevalence estimate. However, we

emphasize that comparing LK/LI to SC, EM, and SB is

not an ‘‘apples to apples’’ comparison. We are not

placing them on a level playing field, because the latter

methods are given an additional piece of data. The

purpose of the comparison is to demonstrate that the

additional datum is not just helpful (as would be

obvious), but required. Without the additional datum,

the LK and LI methods produce models that are

proportional to probability of presence, but they do

not correctly estimate the constant of proportionality

except in special cases or by good fortune.

We note that some of the ideas that we further

develop here first appeared in published conference

proceedings, along with Fig. 4 (Phillips and Elith 2011).

FIVE LOGISTIC METHODS FOR PRESENCE–

BACKGROUND DATA

Here we present an overview of five available

maximum-likelihood-based methods for deriving logistic

models from presence–background data. These methods

are all compared in the experimental comparison that

follows. Let L be the landscape of interest, and L1 and

L0 be the subsets of L in which the species is present or

absent, respectively. Let P be a set of presence samples

(drawn uniformly from L1) and B a set of background

samples (drawn uniformly from L). We use y to

represent the presence (y ¼ 1) or absence (y ¼ 0) of the

species, and s to represent sampling stratum: s ¼ 1 for

samples in P and s ¼ 0 for samples in B. We are

concerned with parametric logistic models, i.e., our

models take the following form:

Prðy ¼ 1 j x; bÞ ¼ 1

1þ exp½�gðxÞ�

where g (x) is a function of the set of predictor variables,

x, described by the set of parameters, b; we will assume

for simplicity of this presentation that g is just a linear
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function with coefficients b. Given these definitions, we

now describe the existing methods for determining the

parameters b. Three of the methods (EM, SC, and SB)

require as an additional input an estimate of the species’

prevalence Pr(y ¼ 1), which we denote by p.

The LK method

The LK method (Lele and Keim 2006, Lele 2009)

defines the log likelihood of the presence samples asX
x2P

ln Prðx j y ¼ 1; bÞ:

Applying Bayes’ rule and dropping terms that do not

depend on b yields the objective

X
x2P

ln
Prðy ¼ 1 j x; bÞ

Prðy ¼ 1; bÞ ð1Þ

which can be rewritten as:X
x2P

ln Prðy ¼ 1 jx; bÞ � jP j ln Prðy ¼ 1; bÞ:

The background data are used to give an empirical

estimate of the second term, resulting in the objective:

X
x2P

ln Prðy ¼ 1 jx; bÞ � jP j ln

X
x2B

Prðy ¼ 1 j x; bÞ

jB j : ð2Þ

Here jPj is the number of presence samples and jBj is the
number of background samples, and the species’

prevalence (the average probability of presence over

the whole landscape) has been approximated by the

average probability over the background samples.

Standard numerical optimization techniques (Lele and

Keim 2006) or more involved methods (Lele 2009) are

used to find the coefficients b that maximize Eq. 2.

Eq. 1 can be thought of as a relative likelihood; it

describes the probability of the presence records (in the

numerator) relative to the probability averaged over all

sites (i.e., the prevalence, in the denominator). If we

multiply all probabilities by a constant, that constant

will factor out of the ratio. Therefore, if two models are

proportional, they have exactly the same log likelihood.

With enough data, the LK method therefore finds a

model that is as close as possible to being proportional to

the species’ true probability of presence. In other words,

although the LK method aims to estimate absolute

probability of presence, the likelihood it uses (Eq. 1)

measures only relative probability of presence. Therefore

it may not yield a good approximation of absolute

probability of presence, because its predictions can be

off by a constant factor. The method has only been

proven to estimate absolute probabilities in special

cases, e.g., if the true species probability of presence

and the fitted model are both exactly logit–linear and

not all predictors are categorical (Lele and Keim 2006).

However, we note the need for an additional condition

in our experiment, namely that the species’ response

must be nonconstant.

The EM method

Expectation-Maximization (EM) is a general-purpose

algorithm for estimating missing data during model-

fitting (Dempster et al. 1977). It is naturally applied to

presence–background data by regarding the the value of

y for background samples as missing data (Ward et al.

2009). EM works in a sequence of iterations, each time

improving its estimate of the missing data. To start, the

value of y at each background point is initialized to p. A
‘‘Maximization’’ step is then performed, which fits a

maximum-likelihood logistic model to the current values

of y, with a case-control adjustment to account for

unequal sampling rates of presences and absences. An

‘‘Expectation’’ step then applies the model to update the

estimates of the missing data, i.e., the values of y at the

background points. This process is repeated until

convergence. The species’ prevalence p is needed both

in the initialization step and in the case-control

adjustment.

The SC method

The SC method (Steinberg and Cardell 1992) begins

by considering, as a thought experiment, the log

likelihood of the entire landscape L. This log likelihood

is most naturally written as two sums, over sites in L0

and L1, respectively. The primary insight of the SC

method is that the log likelihood can be rewritten in a

way that the sums are either over all of L or over L1:X
x2L0

ln½1� Prðy ¼ 1 jx; bÞ� þ
X
x2L1

ln Prðy ¼ 1 jx; bÞ

¼
X
x2L

ln½1� Prðy ¼ 1 j x; bÞ�

þ
X
x2L1

�
ln Prðy ¼ 1 jx; bÞ � ln½1� Prðy ¼ 1 j x; bÞ�

�
:

These two sums then can be estimated empirically using

the samples B and P, respectively (similarly to Eq. 2).

Combining terms and simplifying yields a pseudo-

likelihood that approximates the log likelihood of LX
x2B

�lnð1þ exp½gðxÞ�Þ þ p jB jgðlÞ ð3Þ

where l is the vector of means of predictor variables

over P. Eq. 3 can be maximized using standard

numerical optimization techniques.

The SB method

The scaled binomial loss (SB) method applies existing

logistic model-fitting methods, using a modification to

the standard binomial loss function in order to deal with

presence–background data (Phillips and Elith 2011). Let

fp be the fraction of presence samples in the training

data, i.e., fp ¼ jP j /( jP j þ jB j). Following Lancaster

and Imbens (1996), we regard the presence and

background data as all having been generated together

by the following process: each sample is drawn

uniformly from L1 with probability fp (a presence
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sample) and uniformly from L with the remaining

probability (1� fp) yielding a background sample. If we

use PUA to describe probabilities under this use–

availability (UA) sampling model, then PUA (s ¼ 1 j x)
can be simply expressed in terms of g:

PUAðs ¼ 1 jxÞ ¼ 1

1þ r þ exp½�gðxÞ þ ln r� ð4Þ

where

r ¼ ð1� fpÞ
fp

p: ð5Þ

The SB method finds the parameters of g that maximize

the likelihood of the presence and background data as

described by Eq. 4; this can be done with some existing

logistic regression packages by describing Eq. 4 as a

user-supplied link function. The name of the method

derives from the observation that, although Eq. 4 is not

the standard binomial loss function, it can written as a

constant scaling factor (1/(1 þ r)) times a binomial loss

function.

The LI method

The LI method (Lancaster and Imbens 1996) is also

based on Eq. 4, but regards the species’ prevalence p as a

parameter to be estimated, rather than a user-supplied

value; a similar approach is described by Lee et al.

(2006). General-purpose nonlinear optimization soft-

ware can be used to simultaneously estimate values for p
and b that maximize the likelihood according to Eq. 4.

We note that Lancaster and Imbens (1996) also describe

an approach for estimating g if the species’ prevalence is

known, based on the generalized method of moments.

The approach is difficult and, to our knowledge, it has

not been applied in ecology due to lack of available

software; we therefore do not consider it further here.

METHODS

Our experimental evaluation considers the simple case

of a single predictor variable x whose values range

uniformly from 0 to 1 across the landscape. We study

seven simulated species whose probability of presence is

defined by the seven functions in Table 1. These

functions all range smoothly across the landscape, and

because they remain bounded between 0 and 1, they

define probabilities. They are chosen to represent a

variety of shapes of the response of a species to its

environment (constant, linear, convex, unimodal, s-

shaped), rather than particular functional forms. It is

important to note that these are simulated examples of

different species, but that the underlying model structure

that we will use is the same in all cases: logistic models

with linear and potentially quadratic terms.

Any practical method for modeling Pr(y¼ 1 j x) needs
to be robust enough to produce reasonable approxima-

tions across the likely range of species–environment

relationships, and our simulations fall within and

explore some of that range. Furthermore, species

respond to and interact with their environment in

complex ways, so the smooth response curves used here

are likely to be simpler than for real species. The

functions considered here can therefore be thought of as

simple cases that should be handled with ease by any

practical modeling method.

Some readers may note that outside of our simulated

landscape (with x in the range [0, 1]), some of these

functions fall outside the range [0, 1]. This is not a

concern, as the functions can be extended by defining

them to be either 0 or 1 for values of x outside of [0, 1].

Readers may also be concerned about the variable x

being bounded in our simulations; however, in any finite

landscape all variables will necessarily be bounded, and

our choice of 0 and 1 for the bounds is arbitrary and

does not affect our analysis.

We ran the five modeling methods on randomly

drawn data for each species, with 1000 presence samples

drawn according to the species’ probability of presence

and 10 000 background samples chosen uniformly from

[0, 1]. The number of presence samples is greater than

for most presence–background data sets, and the

samples do not suffer from any of the biases that plague

presence data in practice (Reddy and Dávalos 2003,

Phillips et al. 2009), so any practical modeling method

should at least make reasonable models from such a

large quantity of high-quality data.

For the ‘‘Quadratic’’ and ‘‘Gaussian’’ species, the true

response is unimodal, so quadratic terms were included

for all the modeling methods (i.e., we are allowing all

methods a reasonable chance of performing well). The

simulations were repeated 100 times and the model

output was compared both visually against the true

probability of presence, and statistically using root mean

square (RMS) error of fitted values compared against

true probability of presence. We used RMS because it

measures how well true probabilities are being estimat-

ed. We did not use AUC, as the latter is rank-based and

therefore insensitive to predictions all being incorrect by

a constant factor.

Some of the methods (SC, EM, and SB) require an

estimate of the species’ prevalence, for example, derived

from limited presence/absence surveys or expert opin-

ion, and there is likely to be some level of error in such

TABLE 1. Probability of presence for seven simulated species
used in the experimental evaluation.

Simulated species Probability of presence

Constant Pr(y ¼ 1 jx) ¼ 0.3
Linear Pr(y ¼ 1 jx) ¼ 0.05 þ 0.2x
Quadratic Pr(y ¼ 1 jx) ¼ 0.5 � 1.333(x � 0.5)2

Gaussian Pr(y ¼ 1 jx) ¼ 0.75 exp[–(4x � 2)2]
Semi-Logistic Pr(y ¼ 1 jx) ¼ 8/(1 þ exp[4 � 2x])
Logistic-1 Pr(y ¼ 1 jx) ¼ 1/(1 þ exp[4 � 2x])
Logistic-2 Pr(y ¼ 1 jx) ¼ 1/(1 þ exp[4 � 8x])

Note: The probability of presence of each species is a
function of a single environmental predictor, x, whose value
ranges uniformly from 0 to 1 across the landscape.
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an estimate. We therefore ran these methods first using

the true prevalence, then with the true value 60.1, in

order to assess the sensitivity of the methods to errors in

the prevalence estimate. Note that this additive error

corresponds to a large relative error in prevalence. For

example, for a species that is present in 20% of the

landscape, our sensitivity analysis uses prevalence

estimates of 0.1 and 0.3, respectively, corresponding to

relative errors of 650%, i.e., assuming the species is

present in 50% more sites than it really occupies, or half

as many sites.

We implemented all five model-fitting methods in R.

Their implementations are included in the Supplement,

along with R code for our experimental simulations.

RESULTS

Overall, the statistical comparison revealed a stark

contrast between two groups of methods: the methods

that make a strong parametric assumption (LI and LK)

and those that take the species’ prevalence as a

parameter (SC, EM, and SB). The LI and LK methods

had RMS errors that were greater than those of the

other methods for all simulated species, and approxi-

mately 10 times greater for all but one of the simulated

species (Fig. 1). Differences in performance within

groups were minor. When prevalence was mis-specified

by 60.1, the RMS error of the EM and SB methods

increased accordingly to ;0.1, which was much lower

than for the LI and LK methods in five of seven cases

(whiskers on EM and SB bars in Fig. 1). For SC, mis-

specifying the prevalence sometimes caused the pseudo-

likelihood to be unbounded above, and therefore

maximized by infinite coefficient values and yielding

predicted probabilities of exactly 0 or 1. Similar

behavior has been noted by Lancaster and Imbens

(1996), even for correctly specified prevalence. This

behavior would have to be carefully addressed in a

practical implementation of the method; here we simply

did not plot whiskers for SC in Fig. 1.

A visual inspection of model predictions also indicat-

ed a stark difference between the two groups when the

true probability of presence is not exactly logit-linear

(Fig. 2). LI models (left column; gray lines) and LK

models (right column; gray lines) do not appear close to

the true probability of presence (black lines). In

contrast, a single run of the SB method (black dots)

closely approximated the true probability of presence in

all cases. Mis-specification of prevalence resulted in

limited, but consistent, over- or under-prediction in the

SB method (black dashed lines). Results for the EM

method, and for the SC method with correctly specified

prevalence, were similar to SB.

FIG. 1. Root mean square (RMS) error of logistic models fitted to synthetic species distributions, each of whose probability of
presence is a function of one variable (details in Table 1). Training data consisted of 1000 presence samples and 10 000 background
samples chosen from a landscape with the predictor uniform in [0, 1]. Results shown are the mean of 100 simulations. Model
abbreviations are: SB, scaled binomial loss of Phillips and Elith (2011); EM, expectation-maximization approach of Ward et al.
(2009); SC, Steinberg and Cardell (1992); LI, Lancaster and Imbens (1996); LK, Lele and Keim (2006). Whiskers on the SB and
EM bars indicate the increase in RMS error when there is an additive error of 0.1 in the provided prevalence parameter. SB and EM
use glm for model fitting; other methods use the nlm function in R.
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The last two synthetic species in Table 1 (Logistic-1

and Logistic-2) conform to the assumptions of the LI

and LK models (i.e., they are logit-linear). For these

species, results were mixed (Figs. 1 and 3). All models

had reasonable statistical performance for the ‘‘Logistic-

2’’ species, but the LI and LK methods failed to produce

a good approximation of probability of presence for

‘‘Logistic-1.’’ Note that the probability of presence of

the ‘‘Logistic-1’’ species is exactly proportional to that of

the ‘‘Semi-Logistic’’ species, and therefore presence–

FIG. 2. Lele-Keim (left) and Lancaster-Imbens (right) models (gray lines represent 100 simulations) from simulated data (black
line). Models were fit to each data set using the nlm function in R. For comparison, three scaled binomial (SB) models were fit using
true prevalence (black dots) and true prevalence 610% (black dashed lines). The functions used for true probability of presence do
not have exactly linear or quadratic logit; the functions are (from top) Constant, Linear, Quadratic, Gaussian and Semi-Logistic.
See Table 1 for mathematical definitions of the functions. Quadratic terms were included in models for the Quadratic and Gaussian
cases. For each simulation, 1000 presence samples and 10 000 background samples were chosen from a landscape with the predictor
variable x uniform in [0, 1].
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background data for these two species are indistinguish-

able, as the distribution Pr(x j y¼ 1) is the same for both

species. The LI and LK models for these two species are

the same, except for random variation between simula-

tions (i.e., they identify no difference between these

‘‘species’’).

The high RMS errors of LI and LK can be attributed

in some cases to a large variation in model predictions

between simulations. As an example, the LI and LK

methods on the ‘‘Semi-Logistic’’ (or equivalently, the

‘‘Logistic-1’’) simulated species produced a wide spread

of estimated coefficient values (Fig. 4c, d), which

resulted in a broad range of estimated probability of

presence (Fig. 4a). Although the LI and LK methods

will converge to a stable combination of model

parameters, given enough data (black square in Fig.

4c, d; black dashed lines in Fig. 4a), 1000 presence

samples and 10 000 background samples were not

sufficient to achieve convergence. The LI and LK

methods did, in contrast, produce accurate estimates

of relative probability of presence, i.e., they yielded

accurate resource selection functions (RSF), as can be

seen when rescaling the models so that the prediction at

x¼ 1 matches the true probability of presence (Fig. 4b).

They did not yield good resource selection probability

functions (RSPF) (i.e., correct probabilities) because the

constant of proportionality is not close to 1.

DISCUSSION

We surveyed maximum-likelihood-based methods for

logistic modeling of species’ probability of presence (or

probability of use) from presence–background (or use–

availability) data. The methods fall into two camps: the

LI (Lancaster and Imbens 1996) and LK (Lele and

Keim 2006, Royle et al. 2012) methods use a strong

parametric assumption to make probability of presence

identifiable, whereas the EM (Ward et al. 2009), SC

(Steinberg and Cardell 1992), and SB (Phillips and Elith

2011) methods require the user to supply an estimate of

the species’ population prevalence.

Our experiments show that for many reasonable

responses of a species to its environment, the methods

that use a strong parametric assumption (LI and LK)

fail to adequately estimate the species’ true probability

of presence from presence–background data. Our

comparison is not on a level playing field, as the LI

and LK methods use less data than the others. The

important finding of our experiments is not the obvious

fact that the additional datum used by SC, EM, and SB

is helpful, but that it is required (except in special cases,

which we will discuss), in contrast to claims by Royle et

al. (2012).

Real species interact with their environment in

complex ways, so the smooth response curves that we

have considered here should be thought of as straight-

forward examples that any practical model should

handle with ease. We therefore join Ward et al. (2009)

in strongly recommending against methods that rely on

the strong parametric assumption. The only methods

that we can recommend for making maximum-likeli-

hood-based logistic models of species’ probability of

presence from presence-only data are the EM, SC, or SB

methods, all of which require a user-supplied estimate of

prevalence.

The motivation for the methods with the strong

parametric assumption is the desire to estimate absolute

FIG. 3. Lele-Keim (left) and Lancaster-Imbens (right) models (gray lines) from simulated data (black line). Simulations were
performed as for Fig. 2; scaled binomial (SB) models with true prevalence (black dots) and true prevalence 610% (black dashed
lines) are also shown. The functions are (from top) Logistic-1 and Logistic-2; in both cases, the true probability of presence has
linear logit. See Table 1 for mathematical definitions of the functions.
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probability of presence from presence-only data without

the extra fieldwork required to estimate prevalence.

However, we show that these methods are very fragile;

they can give very bad estimates, even when the

experimental or empirical data deviate only slightly

from the strong assumption. Moreover, the strong

assumption will generally be false for real species data:

there is no reason to expect the probability of presence

of any species to exactly match any particular model

structure, as all models are approximations. Although it

is obviously possible to make the LI and LK models

more complex by use of quadratics, interactions, splines,

different link functions, and so forth, their problem is

not lack of complexity. Additional complexity was not

necessary in our experiment, as evidenced by the good fit

of alternative methods (SC, EM, and SB) using the same

simple model structure (logistic models with linear and

potentially quadratic terms). Our message is that there is

no panacea for lack of data, and if one really wants

absolute (rather than relative) probabilities, there is

generally no alternative to collecting some data. Most of

our simulated species have probability of presence

whose logit is not exactly linear (or quadratic) in the

predictors, which is reasonable because linearity is

FIG. 4. Lancaster-Imbens and Lele-Keim models for the Semi-Logistic simulated species with Pr(y¼ 1 j x)¼ 8/(1þ exp[4� 2x])
(black line), made using 1000 presence samples and 10 000 background samples from a landscape with the predictor variable x
uniform in [0, 1]. Models were fit for 100 simulations using the nlm function in R. (a) One hundred LI models (gray), and the
maximum-likelihood estimate that LI would produce given unlimited data (Pr(y¼1 jx)¼1/(1þ exp[4� 2x]), black dashes). An EM
model (black dots) is shown for comparison (only one simulation shown; others simulations were similar). (b) LI models after
rescaling so that predictions at x¼1 match the true probability of presence. (c) LI fitted parameters b0 and b1 (open circles) and true
parameter value (black square). (d) LK fitted parameters b0 and b1 (open circles) and true parameter value (black square).
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always only an approximation to the complexity of

ecological phenomena (Bio et al. 1998). However, in all

cases, the true probabilities are well approximated by the

EM, SB, and SC logistic methods, demonstrating that

the logit is reasonably close to linear (or quadratic) in

the predictors, yet the LI and LK methods failed to give

useful estimates of the species’ probability of presence.

When the logit of probability of presence is exactly

linear (and not constant), the LK and LI methods will

converge to the true probability of presence, given

enough data (Lancaster and Imbens 1996, Lele and

Keim 2006; see also section The LK method ). Never-

theless, 1000 presence samples were insufficient for

convergence in one of our two simulated species.

The strong assumption of the LI and LK methods

makes them very different from standard logistic (or

other parametric) methods for presence–absence data:

they are not ‘‘conventional likelihood methods’’ (Royle

et al. 2012). With presence–absence data, logistic

regression is appropriate and can be expected to give

useful predictions whenever the predictors and their

transformations (sensu Elith et al. 2011) are chosen so

that the logit of the true probability of presence is

approximately linear. If the true partial response to a

predictor is unimodal, useful predictions can be made by

adding a quadratic term to a logistic regression model,

even if the true response is not exactly quadratic. In

contrast, the LI and LK methods rely on the response

exactly matching the form of the parametric model (e.g.,

see Lele and Keim 2006:3023), rather than approxi-

mately so, in order to identify prevalence, given enough

data. However, our Logistic-1 species shows that even

thousands of presence records might not suffice.

Although the distinction between ‘‘exactly matching’’

and ‘‘approximately matching’’ might seem slight, we

have shown that it has important consequences; when

the strong assumption is false, the resulting estimates of

probability of presence can be far wrong. We argue that

the poor performance of these methods largely derives

from the fact that any model is necessarily only an

approximation to the true complexity of a species’

response to its environment. Furthermore, as noted by

Ward et al. (2009) and Royle et al. (2012), and further

demonstrated here, the LI and LK methods can be

unstable, requiring large amounts of data to converge to

the optimal parameters, even when the strong assump-

tion is true. If the species’ prevalence is low (below 0.2),

the LI method may not converge to a solution

(Lancaster and Imbens 1996).

The EM, SC, and SB methods generally perform well

in our experiments, given an estimate of prevalence, and

they therefore warrant further experimentation on more

realistic species data. When and how should these

methods be used? The reason for, and advantage of,

using these methods is to obtain an approximately

unbiased estimate of absolute probability of presence, in

contrast to established methods for estimating relative

suitability such as Maxent or a RSF (Manly et al. 2002,

Elith et al. 2011). Without true probabilities, it is

difficult to compare across species in a given region for

conservation planning, for example, or to know how

likely it is that a species will occur at a site. Relative

values can be useful but are often harder to work with in

practice. The SB and EM approaches build on existing

model-fitting methods, so all the usual features of the

model in which they are included (ability to plot fitted

functions, predict to mapped data, and so on) are

available. They are useful as long as there is a reasonable

possibility of making a reasonable estimate of preva-

lence. Such an estimate may be difficult to obtain. For

example, if the species is cryptic and/or the sites are large

grid cells, determining whether the species is present in

even a small set of random sites may be prohibitively

difficult or expensive. In that case, it is better to use

methods like MaxEnt or resource selection functions

and to work within the limitations of relative probabil-

ities of presence. Using a substantially wrong estimate of

prevalence (e.g., prevalence of 0.6 for a species that is, in

reality, rare and restricted to one small part of the

landscape), would result in EM and SB models that

either broadly over-predict or under-predict the true

probabilities, and can cause the SC method to yield

infinite parameter values.
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SUPPLEMENTAL MATERIAL

Supplement

R script files to perform the simulations of Figs. 1–3 (Ecological Archives E094-125-S1).

June 2013 1419ESTIMATING PROBABILITY OF PRESENCE

http://www.esapubs.org/archive/ecol/E094/125/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00333
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00333
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00083
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice


